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Abstract
This technical report compares the approaches, techniques and technologies used to implement support for Service Level Agreements (SLAs) in six of the European Commission’s Framework Programme 6 (FP6) funded projects. SLAs can be used to guarantee Qualities of Service (QoS) in Grid computing and provide a mechanism for the service provider to become sustainable through charging a customer for meeting the QoS they agreed. Thus, comparing the current approaches in these projects, assessing how they differ and where they are similar is necessary to understand possible gaps and potential problems with the solutions proposed by each project we assess. As the results of our comparison show, there is a great deal of common ground between the work of each project, but also some substantial variations.

1 Introduction & Motivation

This CoreGRID technical report compares the approaches, techniques and technology used to provide Service Level Agreements (SLAs) in six of the European Commission’s (EC’s) Framework Programme 6 (FP6) funded projects. An SLA is defined as “a contract between a provider and a user that specifies the level of service that is expected during the term of the contract” and the distributed computing community’s interest in them comes from the need to guarantee qualities of service (QoS) for distributed services and composite applications built from those services. These QoS guarantees may be on any aspect of the service being provided, e.g. the level of availability, amount of throughput, persistence of data or concurrent users supported. The desired goal is for the users of those Grids and applications supporting SLAs to have confidence that the guarantees the SLA provides are assured and enforceable and for the provider of those services to plan ahead and possibly charge a fee for meeting those guarantees.

The FP6 projects reviewed in this report with respect to their use of SLAs are Akogrimo, AssessGRID, BEinGRID, BREIN, NextGRID and TrustCOM. These projects have been chosen from the FP6 projects that provide solutions to agree, monitor and evaluate SLAs as ATOS Origin Research and Barcelona Supercomputing Centre are working in or closely involved with these projects and are therefore most relevant to us.

This research work is carried out under the FP6 Network of Excellence CoreGRID funded by the European Commission (Contract IST-2002-004265).
This evaluation was carried out because each of the projects listed above is focused on particular problem domains and producing solutions to meet specific requirements. As a result, there may be differences in approach and functions provided in the provisioning of SLAs by each project. Thus, the motivation for this comparison is to take an overview of their work to assess where there is common ground between them, where there are differences, possible gaps in the solutions provided and potential problems with the solutions proposed.

1.1 Importance of SLAs

Within the Grid and distributed computing field, there is momentum behind the adoption of SLAs for many reasons including, but not limited to:

1. Grid Computing can be more than ‘Best Efforts’.

   Previously, most distributed computing provision has been on a ‘best efforts’ basis, i.e. a service provider will attempt to provide a consistent, available service but makes little or no guarantees on that provision. An example of this type of provision are high-throughput Grids which may consist of several distributed sites providing a minimum hardware capability. Often, such as in a deployment of the Condor workload management system, the Grid user is able to specify the minimum level of hardware required to run their job. These requirements are matched by the Grid’s resource management system (RMS) to available resources or queued until a resource with the specified requirement becomes free. However, within this type of service provision users may need extra guarantees apart from those regarding the capabilities of the resources the Grid offers. For example, users may require urgent tasks be completed by a certain point in time, or be provided with a guarantee that a certain class of resources are pre-allocated (which can be the case when computational tasks are run interactively).

   At the moment, most Grid deployments agree and enforce these guarantees manually, often using telephone, email or web forms to contact system administrators who then perform the steps necessary to reserve Grid resources. Two examples of this are the UK National Grid Service (NGS) and the US TeraGrid. The NGS provides a web form for its users to complete which is then forwarded to system administrators on the US TeraGrid advance reservation is performed through a manual, telephoned or emailed agreement to system administrators who manually create a dedicated job submission queue that is used during the period the resources have been reserved.

   Obviously, manual solutions such as these are neither efficient nor do they allow for dynamic resource provision. Infrastructure like those proposed in in the FP6 projects reviewed in this report can help meet the requirements of customers and providers through allowing the customer to express their requirements in a regular format in order that a provider can automate the provisioning of resources. The use of SLAs can allow the provider to reduce costs and allow them to make more efficient use of their resources by being able to plan ahead and, if necessary, commission or decommission new resources when there are spikes or troughs in demand.


   Recently, a move towards service-oriented computing within a service-oriented architecture (SOA) has allowed individual units of functionality are encapsulated within a well-defined service boundary. The vision of SOA architects is to allow these loosely-coupled, shared services to be assembled into new applications that provide a value greater than the sum of its parts. However, when composing these new applications, particularly across administrative domains where there is no previous experience of the service or of the provider, how can the ‘best’ service be chosen? How can the end-user be assured that the service will do what it advertises? This requires information about the services qualities (in order for the customer to make their decision) and then an enforceable agreement of the QoS agreed between the customer and the provider, which may be on aspects of the system not just associated with its performance. The advertising and guarantee of those qualities through the formation of an enforceable contract in the form of an SLA allows the end user to discover the quality and standard of service provision and then have confidence in the delivery of that service.

3. Advent of Business-Oriented Grids.

   Business-Oriented Grids (BOGs) such as those proposed by projects such as Akogrimo and BREIN (introduced in Sections 4 and 7 respectively) require SLAs for many reasons. For example, SLAs agreed ahead of resource

1Although it should be noted that the NGS core sites offer the automated advance reservation of resources through deployments of the HARC software.

provision allow the resource provider to plan its resource allocation and make the most efficient use of those resources. This can be achieved by the provider migrating less important computational tasks to cheaper or less powerful resources, for example. This in turn can help the service provider minimise its costs thereby increasing their profits. Other examples of the benefits in using SLAs in BOGs are that by providing a guaranteed service, a service provider then can introduce different charges depending on the different levels of service guaranteed.

However, a key component to supporting this type of automated, dynamic service provision is the ability to negotiate, monitor and conclude a contract for service usage in the form of an SLA. This is required in order that the obligations and expectations of the service customer and provider are clearly set out and can be monitored and assessed during the contracts lifetime and/or after the contract has completed. Contracts are one of the foundations of commerce as they form a legally binding exchange of promises between parties that can be enforced using legal recourse. Therefore, it is consonant to base business-oriented Grids on the same concepts. This allows new business models to leverage the existing knowledge and infrastructure that has gone into contract agreement and enforcement without requiring them to re-invent existing processes.

Thus, the ability to form and manage and assess SLAs are crucial to many aspects of future Grid development and provide a link to forming new business models for distributed computing and, ultimately, allowing Grids to charge for service and resource usage and become self-sustaining through those charges.

1.2 The Link with CoreGRID

CoreGRID is the EC’s FP6 Network of Excellence for foundations, software infrastructures and applications for large scale distributed, GRID and peer-to-peer technologies. Within CoreGRID, the Resource Management and Scheduling (RMS) institute has an objective, amongst others, of providing technology to support future business models for Grid computing – critical if Grids are to be sustainable in the long term. As described above, fundamental to supporting this objective is the formation and management of SLAs for Grid resource usage in order that business-level relationships can be formed. This work contributes directly to RMS institute Task 6.8 (Service Level Agreements) and deliverables D.RMS.07, a review of SLA use for resource management and scheduling (M30), and D.RMS.09, a proposal of SLA negotiation approach (M38).

1.3 Structure of this Report

The previous section has introduced the motivation for this report and the importance of SLAs in distributed computing. The remainder of this report is structured as follows: Section 2 introduces SLAs with Section 2.2 describing the life-cycle of an SLA and Section 2.3 explaining how the ability to provide SLAs by a Grid depends on the availability of other Grid subsystems; Section 3 describes the methodology used to evaluate each of the FP6 projects assessed in this report; Sections 4 to 7 details the SLA infrastructure and related subsystems of each of the projects evaluated; Section 10 summarises the evaluation; Section 11 discusses open issues and presents our conclusions.
2 SLAs in More Detail

This section describes in more detail how an SLA is structured, the phases of its life-cycle and how the provisioning of SLAs depends on several other Grid subsystems being available.

![Diagram of SLA Structure]

Figure 1: The General Structure of an SLA

2.1 SLA Structure

In its most basic description an SLA in Grid computing is a document containing agreed terms for service provision. The contents of this document are usually agreed between a service provider (the entity providing computational resources) and its customer (the consumer of those services), though there are situations where an SLA is agreed between the customer and a third-party broker (an entity arranging a service for the customer and not providing any service itself) and/or between a broker and the provider.

Figure 1 shows the generally-accepted structure of an SLA taken from the WS-Agreement specification [4, Sec. 4]. The optional name section may be used to provide a human-readable name to an agreement, whilst the mandatory the context section contains information about the agreement “such as who the involved parties are, what the services is that is being agree to [sic], and the duration of the agreement” [4, Sec. 4].

The terms for service provision within the SLA are known as QoS Goals [3] or Guarantee Terms [4, Sec. 4.2.6] and an individual term may be relevant to either the customer or the service provider. There are, therefore, Provider Terms and Customer Terms (though in current technology and SLA representations, this distinction is not made). For example, payment terms will be relevant to the customer, whilst compensation or penalty terms (for the failure to meet the QoS goals) are relevant only to the provider. Each term can be given an importance [3] or business value [4, Sec. 4.2.6.4] that allows trade-offs of QoS Goals in the agreement.

2.2 SLA Life-cycle

A well-used model to describe the phases of an SLA’s life-cycle is that described by the Telemanagement Forum [5] and shown in Figure 2. However, when looked at in detail it appears that this model mixes the life-cycle of the SLA with the life-cycle of the service it applies to. For example, the stages of ‘service development’ and ‘decommission’ apply to the service, not the SLA. Secondly, in the opinion of this report, there are some important aspects of an SLA’s life-cycle that are missing from the model, such as the points where settlement of the SLA takes place.

A better model for the life-cycle of an SLA could be that shown in Figure 3 where each of the phases apply to the SLA, not the service. Taking each of the stages in turn; the first stages of an SLA’s life-cycle are when an general SLA template is formed then advertised by the provider. An individual SLA is negotiated then agreed on the basis of this template. The negotiation phase is separate to the agreement phase because a negotiation may not always lead to an agreement. Then, because the service described in the SLA may start some time after the SLA was agreed (for example in the case of advance reservation) the agreement and execution phases are also separated.
The execution phase is where resources are commissioned and deployed to complete the agreed service. Whilst the service is executing (or active) the SLA is in the assessment stage where, periodically, the performance of the service is reviewed against what was agreed in the SLA. Finally, when the service has completed, the final settlement phase takes place where it is determined if the SLA was met and what the costs to the customer are and what penalties may apply to the provider for breaching the terms of the SLA. According to each of the parties policies after this stage is completed the SLA may (or may not) be archived though, as explained in [6], there is usually a statutory period (known as the ‘limitation period’) where the SLA record must be kept because it is a legal document describing how services were provided. The archive phase also provides a mechanism for providing an audit trail for later reference.

2.3 Relationship to Other Grid Subsystems

Having described an SLA and its lifecycle, a service provider can only provide SLAs to its customers if there are supporting components and subsystems deployed and available within its infrastructure. This section introduces those subsystems and describes the relationships between them as they form the basis for some of the evaluation criteria introduced in Section 3 of this report. Thus, the subsystems and their relationships are shown in Figure 4.

In the second stage of an SLAs life-cycle (shown in Figure 3) there must be a mechanism by which the provider can advertise its capabilities to potential customers. This requires advertising subsystem that must also interact with the scheduling subsystem (relationship 1) in order find what resources are available and which can be publicised. The advertising subsystem should also link into accounting subsystem (relationship 2) so that targeted notices about resource provision can be made to customers who may have used a certain set of services in the past.

The next phases of an SLAs life-cycle are when it is negotiated and agreed. Therefore, a mechanism to negotiate and agree the future availability of computational resources must be available through a negotiation and agreement subsystem. This capability therefore requires interaction with the scheduling subsystem (relationship 3), to determine what resources the provider has and when they are available, the accounting and auditing subsystem (relationship 4) and a settlement subsystem (relationship 5, described below) to ensure that the customer negotiating for resources has not used their allocated quotas, is not a bad customer (i.e. is not in significant debt to the service provider) or untrustworthy (e.g. has previously carried out unsafe actions).

Once an SLA is in the ‘active’ phase of its life-cycle, the monitoring subsystem provides information about what is happening (or what has happened) with the service providers resources. This may be a system that aggregates information from low-level resources (such as individual computers or network routers) or a set of smaller services that each produce information. The monitoring subsystem forwards information to the accounting and auditing subsystem (relationship 6) which gives the provider a method of being able to assess how the SLA is performing in real-time. It may also be the case that the monitoring system interacts with the accounting system to determine if the user has exhausted their usage quotas/limits, which in turn may lead to the job and their account being suspended.

Once the job has completed and the SLA is in the settlement phase, the accounting and auditing subsystem can be used by the settlement subsystem (relationship 7) to retrospectively determine what actions happened when, who caused those actions to happen, to evaluate if an SLA was met (i.e. if what was agreed to was supplied) and the total charge to the customer. The settlement subsystem also ensures that accounts are settled and resources are paid for.
In summary, we feel that these 6 subsystems form the minimum infrastructure to support the provision of SLAs.
3 Review Methodology

The methodology this report uses is that of a comparative evaluation to contrast the approaches to SLAs of the FP6 projects being evaluated. The information used for the evaluation about each project comes from papers published in conference proceedings, personal correspondence or documents published directly by each project, such as project deliverables, whitepapers and factsheets. Where possible we have provided a detailed citation to where each piece of information can be found within each document (as some of the documents are over 100 pages long) and a cross-references to confirm information.

This report uses four criteria for evaluating the information about each project: these are taken from and based upon those identified by the Gridipedia web-site as necessary for SLA provisioning. Gridipedia actually lists eight categories but this report does not use the ‘provider resource optimisation’ (i.e. how resource providers allocate, re-allocate and make the most efficient use of their resources) criteria in the evaluation as how this is achieved is considered to be an internal service provider decision. This report also considers the ‘negotiation’ and ‘re-negotiation’ requirements and the ‘monitoring’, ‘evaluation’ and ‘accounting’ requirements to be too closely related to be evaluated differently and these five aspects have been combined into two evaluation criteria. Thus, the four areas of comparison are:

1. SLA Publication & Discovery of SLAs.
2. Protocols for SLA Formation.
3. SLA Representation.
4. SLA Monitoring, Evaluation & Accounting.

Each of these criteria is now discussed in more detail.

3.1 SLA Publication & Discovery of SLAs

Within a distributed environment, customers need to find what services are being offered by service providers and what their qualities of their services are. There must exist, therefore, a common mechanism for the service provider to publish the capabilities of their services and resources. As in the real world, these advertisements may be published to all possible users or targeted to a certain set of customers, such as those who are prompt at settling accounts or those that have used specialised resources in the past. This evaluation criteria will document and assess these mechanisms.

3.2 Protocols for SLA Formation

How SLAs are negotiated between the parties involved in the provision of goods and services are of interest because, as described in [3] and [7], SLAs are part of a formal contract for service provision. However, this formal contract is only as legally enforceable as the protocol used to form that contract.

The protocols used to form the SLAs in the projects reviewed will be assessed with respect to how they take into account these legal considerations of contract formation (as discussed in [7]), how the protocols promote interoperability between customers and service providers, how they protect the service provider from denial-of-service (DoS) attacks (how this occurs in agreement protocols is discussed in [7]) and whether true ‘negotiation’ (defined as a multi-round discussion aimed at reaching an agreement) can be achieved with the protocol.

As mentioned in the introduction to this section this report considers the process of negotiation and re-negotiation to be the same as re-negotiation is a negotiation within the context of an existing agreement. Thus, the advertising and agreement processes used in the negotiation process can be used to re-form contracts and the capability to re-negotiate a contract is also evaluated under this criteria.

3.3 SLA Representation

Like the protocol used to form SLAs, the choice of SLA representation also effects the interoperability between a service provider and its potential customers. For example, if the service provider chooses a proprietary format to
represent their SLAs, it must expect the customer to understand the content and its meaning before the customer can commit to a contract based on that content. Likewise, if the customer insists on using its own format the service provider will not be able to interpret it. Either situation leads to the agreement process breaking down before it has begun because neither party can understand the other.

Thus, this evaluation criteria is concerned with how SLAs are represented and, more specifically, how the QoS terms, guarantees, payment and penalty terms are represented within the SLA. One of the factors that will be looked at when evaluating the SLA representation of each project is how each of them uses a common language to represent those terms as, again, commonly agreed terms will directly effect the interoperability of the solutions reviewed.

3.4 SLA Monitoring, Evaluation & Accounting

Once an agreement is formed between a service provider and a customer the resources provided must be monitored and their capabilities and/or performance constantly evaluated to ensure that they are meeting the QoS guarantees agreed in the SLA. As described in Section 2.3 the ability to account for and audit resource use is closely linked to the monitoring function — indeed, these could be said to be the same as accounting and evaluation must take place together to determine what is currently happening in the system as a whole.

As a result, this evaluation criteria will evaluate how each project monitors the QoS parameters agreed with the customer, how and when these are evaluated and how the final accounting for resource usage takes place.
4 Akogrimo

Akogrimo (‘Access to Knowledge through the Grid in a mobile World’, IST-2002-004293) is an FP6 project that ran from July 2004 until September 2007 with the aim of defining a ‘mobile Grid architecture’. This was then realised through the development of several prototype implementations. The Akogrimo project envisages a world where pervasive Grid services meet the needs of fixed, nomadic and mobile citizens in the ‘anywhere at any time in any context’ paradigm. These services, including services providing personalised knowledge and common semantics, allow for the ad-hoc and dynamic formation of problem solving environments for business, science and everyday life. As a result, network and service operators should be able to develop new business activities based on Grid and mobile communications concepts by providing services in such an integrated world.

Within the Akogrimo model services are provided by businesses to their customers. Thus, for the reasons given in Section 1 QoS need to be assured in order that the business relationship can be maintained by setting expectations on the delivery of those services. Akogrimo use SLAs both to define the service provider’s external relationships with their customers and also internally within the service provider to plan for anticipated resource usage.

Two examples of SLA use within Akogrimo are shown in their eLearning and eHealth scenarios (described in [8] and [9]). In the eLearning scenario, students are equipped with network-enabled PDAs to use in a field trip. During their trip they need to collaborate to produce a 3D rendering of the site they are visiting. This requires an agreement with a 3D rendering service to make their images. Thus, QoS such as the minimum amount of concurrent users and availability of the service need to be guaranteed for the students in an SLA so that they can complete their work.

The Akogrimo eHealth scenario is similar to the eLearning scenario in that mobile devices, this time heart monitoring devices, require interaction with another service, a Heart Monitoring and Emergency Service (HMES). The HMES requests the heart monitoring data, which in turn is analysed by a Electrocardiogram (ECG) analysis service. The ECG analysis service checks the data according to appropriate criteria set by a doctor. When a problem arises, an emergency handling service determines the location of the patient, identifies the responsible emergency dispatch centre and a locally available emergency ambulance. As this scenario involves several independent parties interacting, they need to be bound by contracts that govern aspects of their quality of service such as the HMES service availability, ambulance response time, and access to the patients data.

4.1 SLA Subsystem Design

The Akogrimo SLA subsystem design is described in [10], [11], and [12]. Figure 5 on the next page shows the Akogrimo SLA service provider components and their interactions. These components are:

- The **execution management services** (EMS) are a set of co-ordinating services that plan and execute the services the provider has agreed to supply to the customer. They carries out several functions, including the advance reservation of the most appropriate services and/or resources for completing the SLA and the initialisation and termination of the monitoring services for those services and resources. These steps are prefixed with a ‘1’ in Figure 5.

- The **metering service** is created by the EMS to measure the amount of low-level resources (such as CPU, memory and disk utilisation) consumed during the execution of a service. Upon receiving information it aggregates and reformats that data for use by other services. When a change in any monitored parameter takes place it notifies the monitoring service.

- The **monitoring service** is a service that receives data from the metering service(s) and network monitoring services being metered as part of fulfilling the SLA. When it receives a notification that a change in performance has occurred (step 3 in Figure 5), it aggregates all the necessary information and notifies the SLA Controller.

- The **SLA enforcement services** contains the **SLA controller** and the **SLA decisor service**. The former is a transient service created by the EMS when the SLA is agreed [13, p.61]. During the lifetime of the controller it receives notifications of QoS parameter changes from the monitoring service (step 4 in Figure 5). Upon receiving these notifications the SLA controller service calculates if the QoS measurements are inside or outside the thresholds set in the SLA. If the measurements are inside the allowed thresholds, then no action is taken. If the measurements are outside the thresholds the persistent SLA decisor service is notified (shown as step 5) of a breach of

---

3From [http://www.mobilegrids.org](http://www.mobilegrids.org)
Figure 5: The Components in the Akogrimo SLA Subsystem
the SLA. Depending on the policy and configuration of the SLA decisor service the customer’s service may be given more resources to complete its task, moved to another resource or, if the SLA breach is serious and cannot be recovered, the service may be terminated.

4.2 SLA Agreement Process

The process by which SLAs are agreed in Akogrimo is described in [11] and [13]. Negotiation between customers and service providers is carried out by the EMS introduced above. As described in [13, p. 19], the EMS is a set of services each of which provides a specific function in the advance reservation, execution and management of client tasks and other Akogrimo services. One of the functions they provide is that of negotiating SLAs with the customer, which is done through the negotiation service.

The internals of the negotiation service [13, p. 19] are not considered in detail here, but it interfaces with a discovery service to provide the customer with information about free resources and a reservation service to secure resources for a customer. To summarise [13, Sec. 2.1.1], the advertising, agreement, reservation and execution process follows the following stages:

1. The service provider advertises its business services.
2. The customer discovers services and network availability (the ‘negotiation phase’) which match its requirements for the task to be carried out.
3. The business service and network are co-allocated in the ‘reservation phase’.
4. The business service is executed and monitored.

Each of these stages is now discussed.

4.2.1 Advertising of Business Services

Before business services are published and made available to end users, the service provider must become a member of an Akogrimo Base Virtual Organisation (BVO), which is “an enabler VO that offers services useful to create new VOs (OpVOs)” [14, Sec. 2.1.1] or a “enterprise network” of services [15, Sec. 5.1]. After the service provider registers with the BVO, which is “open” [14, Sec. 2.1.1] in order that anyone can join, they can then publish their business services to the Akogrimo GrSDS (Grid Services Discovery System), a service that exists in the BVO to “a bridge between the Service Requests and the actual Service Discovery Mechanisms” [16, Sec. 5.1] of the underlying Grid and network resources. According to [17, Sec. 4.1.3], the service provider adds the following information about their service into the GrSDS:

- Information about the service provider.
- “Functionailties of the service”.
- The services interface, i.e. the services WSDL document. Publishing “a semantic description of method logic is [also] recommended”.
- What QoS conditions the service supports, i.e. the SLA template.
- The address of a service that will perform a negotiation for the advertised service.

With this in place, the potential customer of a service then form an Operative Virtual Organisation (OpVO), “the environment that will allow executing and invoking [an] application” [18, Sec. 2.2.2]. This is achieved through the execution of a single process that carries out the initial OpVO setup, then searches and negotiates for services, deploys the ‘workflow’ (the user’s job) to the services and performs final configuration tasks. This procedure is described in the following section.
4.2.2 Discovery, Negotiation & Co-allocation Phases

The process by which SLAs are agreed is based on the WS-Agreement specification [13, Sec. 2.4.2], therefore it is assumed that ‘negotiation’ is a standard WS-Agreement exchange, where the provider can either accept or reject a proposal put to it by the consumer. The consequences of this are now noted.

First, there is no real negotiation occurring within the ‘negotiation and discovery phase’. According to [13, Fig. 6], the interaction between the customer and the negotiation service (representing the service provider) is a standard WS-Agreement interaction where the customer submits its requirements and, if the requirements can be met, the negotiation service returns the EPR to a resource or null if they cannot. Within the service provider no negotiation between the negotiation service and the discovery service or QoS broker takes place either as the negotiation service simply selects the first service that meets the customers requirements with the required network availability. Really, what is happening here is a discovery of a providers capability to perform a specified task.

Secondly, as indicated in [13, Figs. 6 & 7], there is a two-step approach to discovering and then co-allocating (i.e. reserving) the business service and network resources by the negotiation service. Performing co-allocation like this runs the risk of reserving only one or none of the two required resources because of the possibility that one or both of the two resources will be ‘booked’ by another reservation process. Therefore, what is also required is some method of cancelling the business service if the network cannot be allocated and vice-versa. From the Akogrimo deliverables reviewed no mention of this situation is noted nor is there a process for resolving this situation.

4.2.3 Service Execution & Monitoring Phase

The Akogrimo service execution and monitoring phase is described in [20, p. ?] and [13, p. 26]. The business service being monitored is created in the previous co-allocation phase [20, Fig. 11] [13, Fig. 7] with implication that the business service could be created for some time before the service is actually required for use, potentially consuming the service provider’s resources such as software licenses.

The business service is ‘executed’ in step 7 of [20, Fig. 12] (this is also shown in step 8 of [13, Fig. 8]) and passes its monitoring information to the metering service (as shown in Figure 5 on page 10 of this document). This service then passes information to the monitoring service.

One of the requirements of the metering service is that it should be scalable in order that it can deal with a large amount of services producing a large amount of data [10, Sec. 3.4.1.3]. However, the approach of creating a metering and monitoring service for each business service could lead to possible scalability problems because in order for it to be available the state of these services must be replicated and the consistency maintained across more than one network endpoint. This is an overhead that should be avoided and a better approach would be to use stateless (i.e. web-style) services which could then be replicated without having to replicate their state too.

Another criticism that could be made of the execution and monitoring phase of the Akogrimo architecture is that there are lot of interacting services involved (e.g. as shown in [13, Figs. 2 & 7] or [20, Fig. 17]). If a service fails or the network between two of the services is unavailable, both of which are likely and should be assumed, what happens? No mention of fault-tolerance is made in the Akogrimo documents reviewed.

Moving to the SLA enforcement aspect of the execution and monitoring phase, this is described in [10, Sec. 3.5]. As mentioned above, the SLA controller is responsible for notifying the SLA decisor of any failures to meet QoS thresholds agreed in the SLA. The SLA decisor, with the support of the policy manager [10, Sec. 3.7], then takes the appropriate action to rectify the problem(s).

Policies are “a mean [sic] of specifying and influencing management behaviour” [10, Sec. 3.7.1], i.e. they determine what action within the Akogrimo infrastructure should be taken when an SLA is violated. The policy manager allows the creation, storage and editing of policies for the Akogrimo VO [10, Sec. 3.7.2]. Stored policies are supplied as information to other components which may have to take a decision based on their contents. With respect to SLA enforcement, the policy manager will be asked by the SLA decisor for “the policy containing metrics mapping parameters to guarantee QoS of the service” [10, Sec. 3.7.1.5]. The SLA decisor then uses this information to determine what action it should take when an SLA is violated.

---

4 The lack of a negotiation capability in WS-Agreement has been widely noted (e.g. [19]) and the motivation for a possible WS-AgreementNegotiation standard.

5 Note that this is inconsistent with the description in [20, p. 43] where, during the execution of the business resource, “each time the state of execution changes a notification message is generated... and sent to the EMS”. [20, Fig. 12] shows the business service sending status notifications directly to the EMS and not through the monitoring service.
4.3 SLA Representation

The WS-Agreement XML schema is used to represent SLAs in Akogrimo [17, Secs. 3.7 & 4.7]. But, in the Akogrimo deliverables reviewed, no specific example of an SLA is given. Neither are there and explicit details about the QoS goals or guarantee terms that may be contained in the Akogrimo SLAs. But, in the sections about SLA enforcement service implementation and the technologies involved [10, Sec. 3.5.2.4], [21, Sec. 3.4], there are several mentions to the Web Service Level Agreement (WSLA) language specification being used. However, there are no other details about this than, for example, “WSLA has been taken into account to define the contract template” [13, Sec. 2.4.2.1].

However, [20, Sec. 3.6.2.2] describes some of the QoS parameters used internally by the monitoring service to determine if the SLA has been broken. These QoS parameters are “cpu usage, memory usage, disk usage and wall clock time (time elapsed while the business service was running)” and it is assumed that these parameters are used in the WS-Agreement templates used to form the SLA. One problem with these parameters is that it is unclear what they mean; for example, do the QoS parameters referring to “usage” mean maximum, average or total used?
5 AssessGrid

AssessGrid (‘Advanced Risk Assessment & Management for Trustable Grids’, IST-2005-031772) has the main objective of addressing “obstacles of a wide adoption of Grid technologies by bringing risk management and assessment to this field, enabling use of Grid computing in business and society”. The project was started in April 2006 and is scheduled to be active until January 2009. Thus, a key goal of AssessGrid is to improve the attractiveness and commercial uptake of Grid services through providing transparency, risk-awareness and decision support for end-users in negotiating for use of Grid services. In doing so it is hoped that the customer is aware of the risk of entering into an SLA for service provision and the likelihood that the SLA will be met or broken.

The AssessGrid service provision model contains three domain-independent roles; the service provider, broker, and customer (i.e. the entity requesting and possibly entering into a contract for the service) [22, Sec. 2.2]. To demonstrate the possible interactions between these parties AssessGrid has developed three motivating “showcase scenarios” [24, Sec. 3.6]:

- Single-task scenario. In this scenario the customer can submit a single job to a service provider directly or through a broker. If submitting through a broker, the broker will return a ranked list of providers it knows of which can meet the requirements of the task submitted together with a risk assessment. The customer chooses a provider based on these criteria and forms the SLA directly with the provider.

- Workflow scenario with broker acting as mediator. This is where a customer has a workflow (i.e. a job composed of a set of tasks) they wish to execute and ask the broker to search for a provider capable of executing each of the tasks. The customer then creates an SLA with each provider it wants to execute each task. This is quite a complicated arrangement as the customer has to take an active role in managing the set of contracts for the workflow and take action if a provider fails or is not meeting one of the SLAs.

- Workflow scenario with runtime-responsible broker. Here, the customer agrees one SLA for the entire set of tasks in the workflow with the broker who chooses the service provider for each task. Thus, in this scenario, the broker is not only mediating between the customer and service provider but also providing a higher level of service by selecting the service provider to carry out each task and managing the relationship with it.

Thus, the AssessGrid motivating scenarios allow for most (if not all) patterns of interaction between a service provider, broker and customer. The remainder of this section describes how AssessGrid achieves these patterns of interaction.

5.1 SLA Subsystem Design

As stated above, there are three roles within the AssessGrid design: the service provider, the broker and the customer. The interactions between them are described in [22]: within the service provider the SLA Negotiation Process is responsible for all SLA interactions with a broker or a customer; the SLA Contracting Process is responsible for all interactions by the broker with a service provider or customer; and the customer uses the AssessGrid Client to connect to either the provider or broker. All SLA-based interactions between the three roles are performed using the WS-Agreement interaction patterns, with the restriction that the customer is always the initiating party in the WS-Agreement protocol [22, Sec. 3.2]. These components and interactions are shown in Figure 6.

5.1.1 Service Provider Components

As well as the SLA negotiation process introduced above, Figure 7 shows other components present in the service provider. Each of these is now introduced.

- The negotiation service is responsible for interacting with the party wishing to use the service providers resources (the contractor). If the service provider thinks it can meet the requirements of the contractor it supplies them with an SLA for their job including an value indicating the risk of non-completion of the job. How an SLA is agreed is described in more detail in Section 5.3 below.

- The scheduler is responsible for finding available time on resources to run jobs so that SLAs can be made by the negotiation service. When an SLA is agreed, the scheduler also starts the jobs on the allocated resources. In the event of a Grid resource failing the scheduler is also responsible for re-starting the job on other resources.

6From [http://www.assessgrid.eu/](http://www.assessgrid.eu/)
• The risk assessment service is responsible for quantifying the risk of failure of jobs described by a specific SLA or the risk failure of infrastructure components. It also provides dynamic assessment of SLA violations during job executions.

• “The consultant service supports the risk assessor with statistics in order to estimate the failure risk of fulfilling an SLA” [24, Sec. 6.2.2]. These statistics are generated from the mining of historical information collected by the monitoring service.

• The monitoring service carries out the monitoring of resources against agreed SLA criteria. This component and its interactions is discussed in more detail in the following section.

What is confusing about the description of this architecture and its components in [23] and [24] is that the role definitions and the interactions between them are not consistent. For instance, [23, Fig. 4] says that the “negotiation manager uses the consultant service to find a risk assessment” and a direct relationship between the negotiation manager and the consultant service. This relationship is also shown in [23, Fig. 13]. However, in the same document it says that “the scheduler informs the negotiator about the reservation and the associated risk” [23, Sec. 6.2.1] and, in [23, Fig. 13], the risk assessor is shown providing the risk assessment to the scheduler. This is confusing as, in our opinion, the negotiation manager should receive the risk assessment from the risk assessor or scheduler, not both. Therefore, Figure 6 shows our interpretation of the AssessGrid architecture, which may or may not be correct because of ambiguities in the documents reviewed.

5.2 SLA Advertising

In AssessGrid there is no explicit SLA advertising function. To determine if a service provider is capable of carrying out a requested task SLA ‘templates’ for jobs are returned by the service provider during the agreement process (described below). If the provider cannot carry out the task being asked for then a fault is returned.

5.3 SLA Agreement Process

As described in above, there are three agreement scenarios considered in AssessGrid. However from the point-of-view of the service provider these are all similar as “it makes no difference if the SLA has been negotiated with an end-user

---

Note that this figure, “the AssessGrid system architecture specification”, does not contain the risk assessment service.
or a broker at Grid middleware” [23 Sec. 3.6.1.2]. Therefore, this section will concentrate on case where an agreement with the provider is made from the generic role of ‘contractor’, which may be either the customer or the broker.

AssessGrid have recognised that WS-Agreement is not capable of negotiating SLAs [24 Sec. 6.2.2] and have therefore extended and modified WS-Agreement to meet this requirement. The interactions between the contractor and service provider are now [24 Sec. 6]:

1. The Contractor retrieves a SLA template from the Negotiation Manager Agreement Factory.

2. The Contractor completes and returns the SLA template to the Agreement Factory. The Agreement Factory creates a WS-Resource representing a Negotiation Manager Agreement and the EPR of this resource is returned to the Contractor.

3. The Contractor queries the resource properties to determine if they meet their requirements.

4. If the properties of the WS-Resource are acceptable to the Contractor they ask that the agreement is created through calling the \textit{commit} operation of the WS-Resource.

First, it is clear that there is no negotiation occurring in this sequence. Secondly, in step 2 the operation to create a WS-Resource representing the agreement has its semantics changed from those defined in the WS-Agreement specification. In the WS-Agreement standard step 2 creates a new agreement in the ‘observed’ state indicating that the agreement has been made. In AssessGrid the meaning of this operation has been changed to create an agreement in the ‘pending’ state and the agreement is only moved to the ‘observed’ state through the extra AssessGrid \textit{commit} operation. Obviously, not adhering to the WS-Agreement standard means that clients built for the AssessGrid platform cannot be used with other implementations of WS-Agreement. Finally, because the ‘contractor’ plays the role of the offeree in the protocol, the service provider is open to denial-of-service attacks because it is always dependent on the contractor calling the \textit{commit} operation to create the SLA, which it may never do.

5.4 SLA Monitoring & Accounting

In AssessGrid, the monitoring of a providers resources is carried out through a monitoring service which receives information from Nagios daemons running on the Grid resources [23 Sec. 6.2.4]. Nagios\footnote{Homepage: http://www.nagios.org/} is an open-source system and network monitoring application. When the monitoring information is received by the monitoring service, if a

Figure 7: AssessGrid Service Provider Components
parameter’s value is higher than a defined threshold the risk assessor is alerted by the which calculates the cost of the SLA violation.

The monitoring service itself is based upon the AssessGrid-developed Unified Monitoring Framework (UMF) [25]. Part of the UMF, the Unified Management Server (UMS) distributes the configuration to the Nagios daemons running on the Grid resources. The UMS is supplied the parameters required to configure the Nagios daemons from the consultant service.

The AssessGrid monitoring system only provides ‘passive’ monitoring of SLA data; i.e. only violations of SLAs are recorded, and when the monitored parameters of an SLA are broken, the AssessGrid framework does nothing to limit the SLA breaches. The monitoring information is used only to calculate the SLA penalties applicable. Accounting is carried out therefore when the job is completed and the total cost and penalties can be assessed.

5.5 SLA Representation

The structure of the AssessGrid SLA is described in [23, Annex C]. This template is based on the standard WS-Agreement structure shown in Figure 1 of this document with a context and terms section. In AssessGrid service description terms are expressed using the JSDL HPC profile [26]. Example terms are given in [23, Fig. 55], and an example SLA sent to us by the AssessGrid project corroborates that this template is followed. Example SLA terms used by AssessGrid are operating system, CPU architecture, individual CPU count, physical memory, virtual memory, total CPU count and total resource count. As a result of the SLA terms being based on the JSDL standard [27], these terms are well-defined and understood.
6 **BEinGRID**

BEinGRID (Business Experiments in GRID, IST-2005-034702) is a three-and-a-half year project which started in June 2006 to provide a set of ‘experiments’ to demonstrate the business benefits of Grid technology. In providing these experiments, BEinGRID is illustrating that Grid technology can be exploited commercially and that this exploitation will help strengthen the EU’s leadership in this area of distributed computing and in business competitiveness generally. Thus, a central aim of BEinGRID is to establish routes through which Grid technologies can be adopted by business and BEinGRID does this through involving many potential and existing end-users of Grid technology to establish exactly what the business requirements for Grids are and by developing a toolset repository for the end-users based on popular Grid middleware to meet those requirements.

Currently, there are 18 business experiments in BEinGRID, ranging from 3D visualisation to sales management systems to the production of advanced textiles, across 12 different business sectors (e.g. retail, architecture, finance, etc.). These experiments have common areas of interest which are grouped into technical and business cross-activities, such as trust and security, interoperability and organisation management. Some of the cross-activities are sub-divided into more specialist clusters. Within the service management cross-activity of BEinGRID the SLA cluster is of direct relevance to this work, and it is the work of this cluster which will be reviewed in this report.

BEinGRID’s SLA cluster considers the typical life-cycle of an SLA as shown in Figure 2 of this report (page 5) and seeks to provide design patterns, common technical requirements and generic components to manage all stages of this life-cycle. At the time of writing, the SLA cluster has determined their requirements (which are similar to those given in Section 3 on page 7 of this report and described briefly below) and produced abstract design patterns for the provisioning of SLAs.

The business experiments in BEinGRID that are particularly interested in SLAs are: Experiment 6, which is concerned with guaranteeing the availability of HPC resources for compute-intensive groundwater flow modelling; Experiment 8 requires an SLA solution focussed on the integration of engineering and business processes in metal forming; Experiment 10 which deals with end-to-end pharmaceutical supply chain management; and Experiment 16, which seeks to bring SLAs to the shipbuilding design process.

### 6.1 SLA Subsystem & Components

BEinGRID has taken a different approach to the other FP6 projects reviewed because, as mentioned above, they have provided in their deliverables abstract, platform and implementation-independent design patterns to provide solutions which can be implemented using a variety of technologies. This is a bold step by BEinGRID as it recognises that there is not and will not be a Web Services hegemony and that many other implementations other than ones based on Web Services are possible. In the case of the BEinGRID SLA cluster the following design patterns have been produced to meet the common technical requirements of the business experiments interested in SLA technology:

- **Monitoring & Evaluation.** These require that the resource provider has some kind of low-level monitoring in place on its resources and networks and that it implements the BEinGRID monitoring service containing the SLA runtime monitor. ‘Reaction modules’ are also required to take action when an SLA violation occurs.

- **SLA Negotiation.** To enable this capability the provider relies on having a SLA template store, a set of business rules to guide the negotiation and an interface to the local scheduler to determine resource availability.

- **SLA Accounting/Charging.** An SLA accounting module contains the usage and penalty charging calculators and accounting manager.

Note that persistent SLA storage is required by all three design patterns. Also note that a resource optimisation design pattern is also included by the SLA cluster but, for the reasons given in Section 3, this function is not evaluated in this report.

### 6.2 SLA Advertising

The mechanisms by which SLAs are publicised by providers and discovered by clients is described in [28, Sec. D.4.4]. Briefly, BEinGRID envisions a situation where service providers capabilities are advertised in a service marketplace.

---

9 A full list of business experiments can be found at [http://www.beingrid.com/be.html](http://www.beingrid.com/be.html)
Customers discover providers through inspecting the marketplace or through assigning a resource broker to that in-
spects the marketplace for the customer.

Several requirements for the service marketplace are given in the same section. These include that marketplaces can
be recorded in a common registry, that service providers, resource brokers and service consumers register themselves
in the marketplace and that service providers and publish their “service prices” in the marketplace. As also noted
in [28, Sec. D.4.4], the success of such a marketplace is dependent on there being a common SLA representation in
order that customers can interact with the marketplace and, most importantly, understand what is being provided by
the service providers using the marketplace.

Finally, the following statement is made in [28, p. 151]: “Grid services may be persistent or transient. The two
types of services need different discovery technologies”. Questions that arise from this statement are what are those
differences and why do they need different discovery technologies? No further information is given.

6.3 SLA Representation

As BEinGRID have developed a series of abstract design patterns, each implementation may use any SLA representa-
tion it requires. So far, implementations in BEinGRID have used WS-Agreement and GRIA10 representations.

6.4 SLA Agreement Process

The process and protocol by which SLAs are agreed is documented in [28, D.4.3]. The BEinGRID agreement protocol
message sequence is the following [28, Figs. 40 & 49] :

1. An SLA template is retrieved from the service provider by the potential customer.
2. The potential customer completes the template and returns it back to the provider. The completed template is
considered as a non-binding quote request.
3. The provider returns a non-binding quote to the customer describing the providers response to the quote request.
4. If the customer does not find the content of the quote acceptable then they can return another quote request to
the provider and the process returns to step 2, above.
5. If the customer finds the contents of the quote acceptable it can return a proposal to the provider. This message,
if accepted is binding — i.e. the customer cannot back out of the proposal once it has been sent to the provider.
6. The provider can then “accept or reject” the proposal. If the provider accepts the proposal the protocol termi-
nates.

From the sequence above, steps 5 and 6 represent a simple agreement protocol with a pre-agreement phase (steps 2–5).
Although some discussion occurs in this protocol, it is debatable whether this sequence of messages is full negotiation.
For instance, if between step 3 (the customer receiving the quote) and the step 5 (the customer sending the proposal)
the resource provider agrees to another SLA that means it cannot fulfil the proposal from the customer (based on a
quote from the provider) the agreement phase will fail and the protocol will have to start again. An addition to this
protocol could be to have the provider return a ‘quote’ in step 6 if they cannot agree the proposal or a ‘reject’ message
to indicate that the provider does not want to continue with the negotiation.

There is another problem with this protocol — it is incomplete. For example, what is returned to the customer
to indicate that an agreement has not been made in step 6? This could be solved through the inclusion of the reject
message mentioned above sent from the provider to the customer. However, given that the reject (and the signed SLA
returned to indicate a successful agreement) can be lost in transit (or delayed for an infinite amount of time) there also
needs to be some mechanism for the customer to query the provider to determine the current state of the SLA. As a
solution it is suggested that the proposal message is allowed to be sent again to the provider and the response that the
provider originally sent returned to the customer.

Another of the evaluation criteria for the SLA agreement process is how it meets the requirements of contract law.
BEinGRID recognises the importance of this as in [28, D.4.5.1] they state (although about the SLA template) “as
BEinGRID concentrates on business requirements the use of SLAs has always to be in line with legal aspects; this

10Homepage: [http://www.gria.org/]
is critical to be usable in the business domain”. In the BEinGRID’s protocol the quote message can be mapped to
contract law’s ‘invite to treat’, the proposal message can be mapped to an ‘offer’ and the signed SLA returned to the
customer as an ‘accept’ message. However, proposals/offers are not acknowledged as required in the EU e-Commerce
directive, as described in [7].

This report also assesses the re-negotiation of agreements. BEinGRID do not provide a re-negotiation process as
they state that re-negotiation “is a complicated protocol to follow for both parties” [28, p. 143]. However, the same
deliverable also reports that the re-negotiation of an SLA could be achieved using “the same quote framework” [28,
p. 149], i.e. using the same protocol. BEinGRID seem to have recognised that re-negotiation is simply negotiation
within the context of an existing SLA, and it is disappointing that this was not pursued further.

Finally, in the BEinGRID protocol the provider only ever issues non-binding messages in the agreement process.
This protects the provider from a denial-of-service attack as they have not ‘locked’ their resources and are free to offer
the same SLA to another customer before a proposal message is returned by the original customer.

6.5 SLA Monitoring

The requirements for runtime monitoring and evaluation in BEinGRID are introduced in [28, D.4.2] and the abstract
design pattern for achieving those requirements is described in [28, D5.1]. The requirements for SLA monitoring
are straightforward: monitoring information is compared against the agreed SLA and if a violation occurs recovery
procedures are started to rectify the problem or minimise the consequences of the violation. As shown in the figure
on [28, p. 156] the abstract monitoring evaluation pattern works through a publish/subscribe pattern. The SLA run-
time monitor in this component subscribes to monitoring information from the resource and the violation evaluator
determines if this information indicates that the SLA is being broken.

The sequence of events from information entering the runtime monitor to violation notification is shown in the
figure on [28, p. 158] and it appears from the text of the document that this sequence must be followed each time
monitoring information is received. An open question remains about this design: if a high volume of monitoring
information is being received or monitoring information is being received very frequently/many times per second, can
this sequence, where the SLA is retrieved and assessed each time monitoring information is received, cope?

6.6 SLA Accounting

SLA accounting in BEinGRID is described as covering “the procedure of billing consumers for their usage of the
provider’s services according to the pricing terms agreed... in the SLA” [28, D.4.6]. The accounting component
should, according to the same section, collect information periodically from the runtime monitoring component (de-
scribed above) and this is shown in [28, Fig. 47].

The customer is allowed to find the cost of the SLA to them (the difference between the cost of the resources
used and penalties accrued by the provider for SLA violations) periodically through querying the account manager
component [28, D.4.6.1].
7 BREIN

BREIN (Business objective driven REliable and Intelligent grids for real busiNess, IST-2005-034556) is a business-focused FP6 project concerned with increasing the responsiveness of organisations and their interactions within multi-partner collaborations though intelligent adaptation of networks of supply chains. These supply chains may be within a single organisation or between organisations. The BREIN partners have recognised that current Grid middleware and tools do not exhibit the business-centric properties necessary to achieve the required flexibility in modern supply chain management and their goal is to enhance organisations with technologies and methods developed by the artificial intelligence, intelligent systems and semantic web communities.

The motivating scenarios for BREIN are that of virtual engineering and airport management, which are described in full in [29]. At a high-level, both of these scenarios are concerned with creating, managing and assessing business-relationships between a provider of services and their customers. Thus, BREINs interest in SLAs comes from this business-oriented approach to the provision of distributed services in order that qualities of service can be guaranteed by businesses to their customers and expectations can be set on that business relationship.

BREINs approach to providing tools and Grid middleware components is also innovative. Instead of developing their own solutions they are taking the best work of previous projects in the areas of Grid, semantic web, business workflow processing and security to develop solutions that meet the requirements of their motivating scenarios.

BREIN is a relatively young project and, at the time of writing, many decisions regarding its approach to a final design and the deliverable components are still to be made. However, what BREIN have done is to produce a set of ‘rapid-prototypes’ to gain experience in several key areas of technology relevant to their motivating scenarios. Some of these prototypes connected to SLA creation and management, but the one of most interest to use manages a Virtual Organisation (VO) formed through an SLA negotiated between a service provider and a customer. This is known as the ‘Virtual Organisation’ prototype and it will be evaluated in the following sections. Thus, the experiences BREIN gain from their prototypes using SLAs will be fed back into their final SLA subsystem design.

7.1 SLA Subsystem Design, Monitoring, Accounting & Evaluation

As part of BREINs approach is to re-use existing work where possible they have decided to use the SLA management system developed as part of the TrustCoM project [30 A.9], [31 Sec. 3.3.2]. TrustCoMs SLA subsystem is described in Section 6.1 on page 27 of this report.

7.2 SLA Representation

As described above, BREINs approach has been to re-use components from the TrustCoM project. In TrustCoM, the SLA representation used is based on WS-Agreement with WSLA terms, as described in Section 9.3 on page 28 of this document. Thus, the BREIN project also uses a standard WS-Agreement with WSLA terms for its SLA representation.

7.3 SLA Agreement Process

As the BREIN project is ongoing, the final SLA agreement process has yet to be finalised by the project members. However, as described above, as part of BREIN a series of rapid prototypes have been produced to demonstrate and evaluate the effectiveness of BREINs general approach. The Virtual Organisation prototype includes ‘intelligent SLA negotiation’ [31 Sec. 3.3] and it is this design that will be reviewed.

The agreement process described in [31 Sec. 3.3] is based on the FIPA Contract-Net Interaction Protocol [33] implemented using the JADE (Java Agent DEvelopment) framework. Contract Net protocol describes a flow of messages between an initiator and one or more participants in an agreement process, with these messages sent and received as shown in Figure 8. Although advertised as incorporating negotiation, the Contract Net specification does not allow for any form of negotiation to take place within the process; a proposal is presented in a ‘take-it-or-leave-it’ manner. Thus, negotiation is achieved in the Contract Net protocol through multiple instances of the protocol; if one proposal is rejected a new instance of the protocol is initiated. This behaviour of having to start again each time a call for proposals is rejected does not allow a long-running multi-round conversation to take place between the resource provider and requester. However, BREIN claim to have used Contract Net for multi-round negotiation [31 Sec. 3.3], but it is unclear how this has been achieved and how a solution to keeping the negotiation context across multiple instances of the protocol has been solved.
The Contract Net protocol has been standardised by the Foundation for Intelligent Physical Agents (FIPA). However, their specification [32] gives no consideration to the possibility of denial-of-service attack on the provider; for example if the provider is in the role of Contract Net ‘participant’ it leaves the acceptance of the proposal up to the customer (in the role of ‘initiator’). As we describe in [7] this leaves the provider’s resources ‘locked’ and unable to be offered to anyone else — a possible route to a denial-of-service attack. Alternatively, if the provider takes the role of initiator there is a problem too as the completion of the Contract Net protocol relies on an acknowledgement message from the participant to terminate. If the customer was being malicious it may never send this acknowledgement and leave the provider in a ‘limbo’ state.

The FPIA specification is described in a single Agent UML (AUML, which is essentially a UML sequence diagram) template (Figure 8) which shows a simple, ideal scenario and does not specify how all possible cases of message receipt and response should be dealt with. This is recognised in [34], which describes Figure 8 as “suffering from ambiguities and incompleteness”. [35] also notes that the specification is “vague and containing errors” and that “even simple FIPA protocols, with only a few exchanged messages, contain a number of errors and imprecision…these errors are inherent to the AUML notation and are present in all AUML protocols”.

Thus, the conclusion of the BREIN project that their implementation of Contract Net “offers [a] good protocol for SLA negotiation” [31, p. 33] is debatable.

---

11 BREIN does not describe which Contract Net role the provider and customer takes in the Virtual Organisation prototype.
8 NextGRID

NextGRID (‘Architecture for Next Generation Grids’, IST-2004-511563) started in September 2004 and ran for 36 months until September 2007. “The overall vision of NextGRID is one of creating an infrastructure to enable new business” [36, p. 8]. NextGRID attempted to realise this vision through considering the requirements of stake-holders, such as users, providers and research organisations, and shaping the next generation Grids to meet their needs and to create new markets for Grid services. NextGRID attempts to lay the foundations through “architectural solutions that streamline all aspects of Grid operation” [37] from installation and maintenance of the infrastructure, development and deployment of Grid applications to the user orchestration of the resulting resources.

The NextGRID design and generalised specifications were produced by examining the “key Grid applications” [36, p. 6] in the areas of finance, digital media, supply chain management and electronic record processing. These design and specifications were based on the three architectural principles of [36, Sec. 5]:

- A dynamic Grid infrastructure that allows relationships and federations to be formed. This is necessary because, as in business or the commercial world, working relationships (in this case the sharing of computational or service-based resources) need to be created and destroyed rapidly and with the minimum of overheads.
- A minimal Grid infrastructure through a set of common capabilities shared by all participants is a key architectural principle of NextGRID to provide ease of installation and maintenance and therefore lower running costs.
- Service level agreements to “define the nature and consequences of an interaction between a service provider and customer” [36, p. 24].

From the list of architectural principles, SLAs between service providers and customers are central to the conceptual model of NextGRID because they form the foundation for the other two architectural principles. For example, the dynamic Grid infrastructure NextGRID envisages can only be realised through dynamically formed relationships defined though an SLA. Secondly, users of the NextGRID infrastructure can only determine if the capabilities they require if they are advertised through an SLA, which is “the obvious location to contain information that can be used...to ensure the correct environment...can be created by the service provider” [36, p. 25]. Thus, within NextGRID’s output, this report is interested in the deliverables of NextGRID’s work package 4, which describes how NextGRID performs service management through a framework which uses SLAs and guaranteed qualities-of-service.

8.1 SLA Advertising & Discovery

[41, Sec. 6.1] describes the mechanism by which SLAs are advertised and discovered by potential customers of the service provider. [41, Fig. 4] shows how the customer uses a special NextGRID ‘Customer GUI’ to access a discovery service to ask for a set of SLA templates from providers who may be candidates for negotiation. The discovery service interacts with two further services; a registry service, with whom the service providers have registered and which contains information on services provided by providers, and a SLA template repository. The discovery service first queries the registry to find the providers capable of meeting the requirements, then finds the appropriate SLA templates to return to the client.

8.2 SLA Representation

NextGRID have stated that they have chosen not to use either the WS-Agreement representation or terms from WSLA for their SLA because they “are too focussed on the technical aspects of the service and do not attempt to cover the service’s business aspects” [43]. Instead, NextGRID have used WS-Agreement and WSLA as “inspiration” for their own schema [44, Slide 25]. The detailed NextGRID SLA schema has been made confidential by the NextGRID consortium so it cannot be reviewed in full in this report, though NextGRID have communicated that it may be released in the near future [45] (early-to-mid 2008). There is however a high-level explanation of their SLA schema in [46]. This shows how a NextGRID SLA is split into three part containing information on parties, negotiable terms and static terms. The following description of each of these parts is taken from [46].

12 WS-Agreement, shown in Figure on page 4, has only two parts.
• The parties section of the NextGRID SLA is similar to the context section of a WS-Agreement as it contains information regarding the parties taking part in the SLA. Unlike the context section of a WS-Agreement, this section “allows for the declaration of one or more supporting parties”, e.g. trusted-third-parties who will be evaluating the SLA or arbitrating over disputes.

• The second section of the NextGRID schema details the “dynamic” or negotiable terms in the SLA, or “what is to be measured, how it is to be measured, the threshold for violation and… the method to determine if violation has occurred”.

• The static terms elements of the NExtGRID SLA schema contains “elements [NextGRID] consider to be key in order to use SLAs in a commercial world”. An example of one of these terms given in [46] is the ISO9001 compliance of a service provider. Also expressed in this section are terms which describe “the overall environment the application will run” and this is assumed to mean not only the commercial environment but also the technical environment too.

Given the available information about the NextGRID SLA schema, what is striking is that NextGRID have felt the need to create their own SLA document structure rather than extending the existing WS-Agreement standard. For example, SLA elements NextGRID feel necessary to be placed in the static terms element could have been placed inside an extended WS-Agreement context which defines “static metadata about the agreement” [4, Sec. 4.1.1]. Generally, creating your own custom schema like this is reduces interoperability and “the cost of rolling your own [schema] is a lot higher than you think, and you should really try to avoid doing that if you possibly can” [47].

Secondly, NextGRID differentiate between dynamic and static terms for completing the job inside the SLA. This approach assumes that terms that are static will always remain invariant. A different approach that could have been considered for this would have been to designate a general ‘term’ element and then mark it with a boolean ‘negotiable’ or ‘non-negotiable’ flag. Thus, if an element becomes negotiable (or dynamic) it can be marked as such without altering the structure of the document. A use-case for marking SLA elements like this comes from the OGF’s GRAAP-WG requirement to re-negotiate of exiting SLAs [48] and the possibility that an element which could have originally been not-negotiable in the original SLA can be made re-negotiable if the circumstances of a party in the SLA changes. An example could be the latest possible time a customer requires a computational job to complete; a hard, non-negotiable deadline the customer originally required, and marked ‘non-negotiable’, may change if the customers circumstances change (e.g. they require the job complete earlier). In this case a method of redefining a term as negotiable is required. This approach, in the opinion of this report, then allows SLAs to be as flexible as possible.

8.3 SLA Monitoring, Evaluation & Accounting

The monitoring of resources in NextGRID is performed by software on the monitored resource known as `the monitoring component` [38, Sec. 6.3]. This component collects information it has been configured to collect and forwards it to the evaluation infrastructure [13].

Within the evaluation infrastructure, the management information and distribution (MID) service receives the information collected by the monitoring components [40, Fig. 6]. “The MID is an event relay that forwards all messages that it receives according to the management policies that it has been configured with. This allows a decoupling of the application and the evaluator component that is managing the application” [40, Sec. 4.2.1]. The evaluator receives and then processes information from the MID to determine if any corrective action should be taken, such as increasing the amount of resources available to the service, on the monitored resource.

However, before all this takes place the evaluator, MID and monitoring component are created and configured by the supervisor that “executes all the necessary steps to enact service management according to a specific a SLA within the operational management framework. It also executes all the necessary steps to decommission the management framework for this SLA once its lifetime comes to an end” [40, Sec. 4.2.1].

This approach with a single co-ordination component is similar to that taken by Akogrimo (shown in Figure 5 on page 5 of this document). However, the difference between the Akogrimo and NextGRID designs are that in NextGRID there is a single monitoring component for the whole system and an evaluation component for each SLA [40, p. 8] whilst in Akogrimo there is a monitoring service and evaluation component for each SLA.

13However, [39, Fig. 4] shows a ‘metric poll service’ polling for rather than being sent monitoring information.
Accounting for resources used during the execution of a NextGRID service is carried out through the MID sending billing events to an accounting/billing component, as shown in [40, Fig. 13]. The accounting/billing component performs two functions: it collates the events that correspond to SLAs to form billing information and it also keeps “track of usage limits within accounts/SLA”. It is therefore assumed that if the service customer has used their account/SLA usage limit the evaluator component will be informed of this and the service halted or the customer informed. However, in [40] no mention of this can be found and the accounting/billing component is seen as an endpoint with no capability to react to events it is passed.

8.4 SLA Agreement Process

The SLA agreement-process in NextGRID is described in [38, Sec. 6.1], which describes the message flow between the participants (the customer and the service provider). This sequence is as follows (all direct quotations are taken from [38, Sec. 6.1]):

1. During the discovery phase (described in Section 8.1), the customer retrieves an SLA template.
2. The customer completes and sends the template (known as an ‘SLA offer’) to the service provider.
3. The service provider compares the SLA templates it has stored to the offer received from the customer. “Once a matching template has been found, i.e. a template that covers all terms he wants to negotiate with matching values, the service provider will use the information in it to create a SLA proposal”.
4. “If the service provider agrees to provide his service to the customer under the negotiated conditions, the service provider negotiator sends this SLA Proposal back to the customer”.
5. If the customer finds the SLA proposal acceptable it “will inform the service provider of his acceptance (or declination)”.
6. If the service provider receives an acceptance or declination they send a confirmation to the customer.
7. “After that the Customer and Service Provider sign the SLA”.

The implementation of this protocol is described in [38, Sec. 7.2], where the components shown in Figure 9 are described. Each of the components shown in Figure 9 is involved in the protocol as follows:

- The customer negotiator is a service acting on behalf of the customer that requests an SLA proposal for a specific service from the Service Provider by sending them an SLA offer, as described above.
• The provider negotiator is a service acting on behalf of the service provider and is where SLA offers are received from a customer. The service negotiator queries the SLA repository, triggers validation of the SLA offer and performs the advance reservation for the offered service.

• Both the customer and service provider have a security service that sign and/or encrypt messages exchanged in the agreement process.\footnote{In \cite{38} Sec. 7.2.5] the actions ‘sign’ and ‘encrypt’ are used interchangeably, but it should be noted that these do not mean the same thing.}

• The customer and service provider also have an SLA repository that contain SLA related information. The customer stores SLA templates containing their SLA goals in the repository so that they are able to determine if an SLA proposal received from a provider meets their requirements. The service provider uses the SLA repository for storing SLA templates that can be returned to a customer on request.

• The service provider’s validity inspector takes the SLA offer from the customer and validates it against what is currently available \cite{38} Sec. 7.2.4 so that the service negotiator can return an SLA proposal if what the customer is asking for is possible.

• The notary (a trusted-third party or TTP) may or may not be used in the SLA agreement process, it depends on how much each party trusts the other. If there is a lack of trust between the customer and service provider then the notary can be used to “compare the two SLAs [from the customer and service provider] by authenticating their origin and by verifying that there is no mismatch between the contents”.

First, the requirement for the ‘notary’ is unclear. NextGRID are implementing the notary using PKI-generated asymmetric keys to signing the SLAs. In this case there is no reason for the notary to “authenticate the origin” of the signed SLA as it can have only come from the entity holding the private key and the receiver of a signed message can use standard PKI technology to determine this and therefore render the notary redundant. The other function of the notary is to “verify that there is no mismatch between the [SLAs] contents”. Again, using a notary for this is not necessary as, when asymmetric keys are used, a signed hash of the SLAs contents can be used to confirm that a messages contents have not been altered. Each party can verify this hash independently of the notary.

From the message sequence on page 25, negotiation cannot take place in the protocol described; i.e. the customer completes a template and this is accepted or declined by the provider. This is not negotiation as defined in Section 3.2 of this report. NextGRID confirm this by stating “NextGRID advocates the “discrete offer” protocol” \cite{36}, i.e. a simple offer-accept model. This is corroborated in \cite{42} Sec. 2.1.3, which states that “there is no scope for negotiation [in the discrete offer protocol] as the parameters of the offered services are fixed”.

The protocol NextGRID describe is also incomplete. When the completed template is sent to the provider in step 2, what if the provider does not find a matching template or finds the SLA offer unacceptable in step 3? No instruction as to what the provider should do or what the client can expect is given.

With respect to the other evaluation criteria for the agreement process, this protocol does not meet the requirement of being legally-compliant because it is unclear as to when the SLA is actually formed, i.e. it is unclear which is the ‘accept’ message in the protocol: although the customer notionally accepts the SLA proposal in step 5, both parties only sign the SLA in the final phase (step 7). What if the customer does not sign the SLA in step 5? What if the message sent in step 6 never reaches the customer? Has the SLA been formed but not signed?

Finally, the protocol as described also leaves the provider open to the possibility of a denial-of-service attack as, from the protocol description, it seems that the customer is the party in the role of the offeree (i.e. it accepts the offer in step 5). As described in \cite{7}, this means the provider (in the role of the offeror) has locked their resources until the customer responds with their message accepting or declining the service providers SLA proposal, which they may never do.
9 TrustCoM

The TrustCoM project (IST-2003-01945) started in February 2004 and ran for 3 years. The goal of TrustCoM was to develop a framework for trust, security and contract management in dynamically evolving virtual organisations (VOs). Three motivating scenarios were examined to produce the TrustCoM framework and meet this goal: collaborative engineering, ad-hoc aggregated services and the construction of ‘virtual communities’ [49, Sec 1.1]. Each of these scenarios is introduced with respect to their interest in SLAs:

- The collaborative engineering scenarios come from the requirements of B2B interactions in the aerospace industry. Here, because of the scale of aerospace projects, companies work together in contractor/sub-contractor relationships or form supply chains for systems and components. Thus, in this scenario, there is a requirement to automate the dependencies “between contractual terms, policies, and enforcement and monitoring” [49, Sec. 1.2]. SLAs play a part in this as they encapsulate the contractual terms, duties and responsibilities of each party in the business relationships formed as part of the project.

- An ‘aggregated service’ is a domain-independent term used in TrustCoM to describe an application composed of other services. TrustCoM envisage a standard SOA-style architecture where individual services are offered by service providers on a commercial basis, i.e. “in exchange for payment or as part of a reciprocal arrangement” [49, Sec. 1.3]. Aggregate services are offered by VOs (which are either dynamically assembled or pre-existing) to customers with guaranteed QoS, encapsulated in an SLA.

- In TrustCoM, a virtual community is formed through members of a community coming together to form a VO. As a specific example, TrustCoM used the formation and operation of a credit union, where members can join and leave and deposit and withdraw funds according to agreed rules [49, Sec. 1.3]. These rules are encapsulated in a contract, or SLA.

TrustCoM form these VOs from what they call ‘enterprise networks’. An enterprise network is pool of organisations who are willing and capable of forming VOs [50, Sec. 1.3]. Therefore, an organisation must register with the enterprise network as a pre-requisite to being a member of a VO.

The Web Services-based TrustCoM framework consists of the following: a VO and enterprise network management infrastructure, a business process enactment and orchestration subsystem, a set of trust and security services and policy control and SLA management services [51, Sec. 1.2]. The final set of services is of most relevance to this report and will be reviewed here.

Finally, what was interesting about the TrustCoM project is that the consortium contained experts from the legal and economics communities to determine, document and assess the socio-economic and legal issues associated with forming and operating relationships between individuals and businesses. Cross-disciplinary involvement like this is to be encouraged as other subject areas often have produced solutions to problems the Grid community are attempting to solve. For example, the mechanisms of agreement formation are widely understood by the legal community and have been for many years.

9.1 SLA Subsystem

The TrustCoM SLA subsystem design is presented in [51, Sec. 5.1.1] and [50, Sec. III] and has been designed to negotiate SLAs, to offer monitoring services on a service, and to compare the performance to levels agreed when the SLA was signed [50, p. 41]. TrustCoM make extensive use of notification and publish/subscribe patterns to propagate information through the SLA subsystem.

9.2 SLA Advertising & Discovery

The TrustCoM project identify the need for the publishing and discovery of service capabilities in [52, Sec. 2.6.1.1]. These actions occur in the ‘preparatory’ and ‘identification’ phases of the TrustCoM VO life-cycle [50, Fig. 4].

In the preparatory phase organisations register their services capabilities with the enterprise network using the service registry and publish the SLA template for each service with an SLA template repository. These are shown as events with the prefix ‘1’ in Figure 10. Then, when the VO is being formed, the VO manager queries a discovery service, which in turn queries the service registry to determine which services meet the goals of the VO being
9.3 SLA Representation

TrustCOM are unambiguous about what SLA representation they use: “the SLA document description is based on a combination of two standards: WS-Agreement, for the general document structure, and WSLA, for the description of QoS requirements” [53, Sec. 4.3]. That is, WSLA is used “for the specification of Service Level Objectives (SLO)” [53, Sec. 4.3.5]. Example and SLOs, such as available storage, response time and invocation count are given in [51, Sec. 5.1.2.3] and [54, Sec. 1.2.f]. These terms/SLOs are well-defined and unambiguous.

9.4 SLA Agreement

The process by which SLAs are agreed in TrustCoM is described in [55, Sec. III.2.b], which shows the protocol consisting of a simple offer-accept exchange between the ServiceCustomerNegotiator component (acting on behalf of the ‘customer’, i.e., the VO manager) and the ServiceProviderNegotiator. There then follows a ‘signing protocol’ so that each party can sign the agreed SLA [55, Sec. III.2.c] and have a trusted third-party (TTP) validate and verify the SLA returned.

The TrustCoM protocol is similar to (though less sophisticated than) the NextGRID protocol described in Section 8.4 and similar criticisms can be made of it. For example, no negotiation is possible and it is unclear as to what happens between the offer-accept protocol and the signing protocol if the customer decides not to return a signed SLA — has the SLA been formed or is it only formed after it has been signed? Further, how long does the provider wait for a signed SLA until it ‘gives up’? During this period the provider has effectively denied any other party from booking the resources offered in the agreed SLA — route to a possible denial-of-service attack.

Also like NextGRID, TrustCoM have introduced a TTP to validate signed SLAs. As was mentioned when the NextGRID protocol was analysed, it is felt that the introduction of a TTP is unnecessary to verify digital signatures.

Finally, it should be noted that the protocol description given in [55, Sec. III.2.b] is only a suggestion and “the implementation of the particular negotiation protocol is left in the hands of the SLANegotiator components of both the service provider and consumer” [55, Sec. III.2.b].
9.5 SLA Monitoring & Evaluation

SLA Management in TrustCoM is described in [55, Sec. III] and shown in Figure 11. Once the SLA is active and the local SLA monitor has retrieved details about what parameters are to be monitored, these parameters are sent via the notification infrastructure to the SLA evaluator and SLA performance log, which “accumulates historical data on the performance of SLAs for future evaluation and use (e.g. for accountability purposes)”. These two components are hosted outside the service provider by an external trusted third-party (TTP) [55, Fig. 12]. If violations of agreed QoS are detected by the SLA evaluator then it publishes notifications to interested parties that can take corrective action to make sure the SLA is met.

As with the use of TTPs in the agreement process, it is also difficult to see what TTPs add to the monitoring process. TrustCoM have used a TTP SLA evaluator because they “are trusted by the signatories of the agreement to be impartial in their evaluations” [55, Sec. III.1.i]. This may be the case, but their impartial assessment depends on data that is being sent from the service provider. There is nothing to stop the service provider altering the data before it is sent to the SLA evaluator rendering its impartial assessment meaningless. If the TTP model like the one TrustCoM have used is compared to the ‘real world’ and an e-Commerce platform such as Amazon, there is no external TTP evaluating if Amazon have fulfilled their duties in a timely fashion. This is because it is in the best interests of Amazon not to break their agreement as they recognise that misinforming or misleading a customer will not lead to repeat business and, according to a New York Times article about them, Amazon recognise that “taking care of customers can be the best way to build a lasting business” [56].
10 Summary

Table 1 on page 31 sums up the properties of the SLA subsystems for the projects reviewed in this report. The following sections describe a comparison of the FP6 projects by evaluation criteria.

10.1 SLA Publication & Discovery

From Table 1 it can be seen that there is no common mechanism for the advertising and discovery of SLAs although four of the projects (Akogrimo, BREIN, NextGRID and TrustCoM) have very similar designs, where a service provider registers with a third-party infrastructure though which the customer discovers the provider’s capabilities.

10.2 SLA Representation

There are signs of a gathering consensus around using WS-Agreement as a container for QoS goals. However, there is a lack of consensus regarding a common vocabulary about how these goals should be expressed within a WS-Agreement document, although JSDL or WSLA terms appear to be popular, as shown in Akogrimo, AssessGrid and TrustCoM.

10.3 SLA Agreement Protocol

From the evaluation, only one of the agreement protocols proposed (from BEinGRID) allows some form of multi-round exchange which does not put the service provider at risk of a DoS attack. However, BEinGRID’s protocol is incomplete and loosely-specified. It may be that BREIN’s prototype protocol also allows multi-round negotiation, but not enough details were available to make a complete assessment.

10.4 SLA Monitoring, Evaluation & Accounting

A direct comparison of the subsystems used for SLA monitoring, evaluation and accounting is difficult as each project has designed their system to achieve a certain goal and, as a result, they all vary. However, from the evaluation summary, it can be seen that some projects may have scalability issues.
## Table 1: Summary of Evaluation

<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Akogrimo</th>
<th>AssessGrid</th>
<th>BEinGRID</th>
<th>BREIN</th>
<th>NextGRID</th>
<th>TrustCoM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Publication &amp; Discovery</strong></td>
<td>Services published and discovered through a 'base virtual organisation'</td>
<td>Customer discovery directly to provider</td>
<td>Abstract marketplace model</td>
<td>As TrustCoM</td>
<td>Customer discovery through discovery infrastructure</td>
<td>Services published and discovered through an 'enterprise network'</td>
</tr>
<tr>
<td><strong>SLA Representation</strong></td>
<td>WS-Agreement with WSLA terms</td>
<td>WS-Agreement with JSDL terms</td>
<td>None specified: upto the individual implementation</td>
<td>As TrustCoM</td>
<td>Proprietary</td>
<td>WS-Agreement with WSLA terms</td>
</tr>
<tr>
<td><strong>Agreement Protocol</strong></td>
<td>WS-Agreement</td>
<td>Offer-accept based on modified WS-Agreement</td>
<td>Hybrid: initial negotiation then offer-accept</td>
<td>Prototype is based on a modified ContractNet implementation</td>
<td>Offer-accept then signing phase</td>
<td>Offer-accept then signing phase</td>
</tr>
<tr>
<td><strong>Monitoring, Evaluation &amp; Accounting</strong></td>
<td>Possible reliability problems because of number of components?</td>
<td>Passive: does not respond to breaches of SLA. Monitoring information used to calculate SLA penalty only</td>
<td>Possible problems if large volumes of data received?</td>
<td>As TrustCoM</td>
<td>Monitoring of usage quotas, but no action taken if breached?</td>
<td>TTP Model</td>
</tr>
</tbody>
</table>

*Note: TTP Model is not specified in the source text.*
11 Conclusions & Future Work

This section provides our conclusions and suggestions for future work based on the findings of our evaluation and comparison.

11.1 Infrastructure vs. Components

From our evaluation, most of the projects reviewed have produced a unique, complete infrastructure to provide a solution to a certain problem. Therefore, because each infrastructure is designed to be used in totality it is difficult to re-use the individual components of the platform delivered by each project. This has two effects; first, it is difficult to re-use components, such as an SLA subsystem, developed by a project without detailed knowledge of their infrastructure. Secondly, the interoperability between each project’s infrastructure is limited, as shown by there being no common mechanism for SLA advertising and discovery. Interoperability is fundamental to creating open and competitive e-commerce marketplaces as it enables software systems built, deployed and managed independently to exchange and process each others information.

The approach taken by BEinGRID and NextGRID may be an answer to some of these problems since they remove some of the obstacles to participating in a BoG by providing a set of independent solutions to common problems like those mentioned in Section 3. This bottom-up rather than top-down style has been shown to work well in software design as it promotes code re-use and flexibility. A driver for this approach was the number of different business domains covered in the BEinGRID and NextGRID projects, therefore flexible and re-usable components were necessary to meet the requirements they found.

11.2 Advertising & Discovery

As with agreement protocols, each project we have reviewed has a different method to allow service providers to advertise their services and customers to discover those services. In addition, all of the projects require the customer to install special software in order to take part in each projects proposed solution to SLA advertising and discovery. This raises the barrier to entering into an SLA-enabled Grid and should be compared with discovering and using services on the web, such as on-line bookstores, which require very little use — often no more than a web browser, a valid email address and credit card. Secondly, also like the agreement protocols, each projects solution for advertising and discovery is not interoperable with another.

Our suggestion to meet the interoperable advertising and discovery requirement that has a low barrier to entry is to use an existing, proven, standard and interoperable method of advertising, publishing and discovering data: the Atom Publishing Protocol and Atom Syndication Format.

The Atom Syndication Format is an a standard XML-based Web content and metadata syndication format that allows data to be made available within an XML Atom feed. An Atom feed can contain many individual Atom entries which are XML containers for any other type of document, e.g. XML, plain text or binary files such as music or pictures. There is no reason that an Atom entry cannot be an SLA template, such as a WS-Agreement document. A customer could therefore subscribe to an Atom feed from a service provider to receive the latest pricing, capabilities, QoS and availability of their services.

The Atom publishing protocol is a standard method of publishing content to an Atom feed and, as we have described, could be used by a provider to publish information about the services they offer to customers subscribing to their feed. Atom Feeds can also be aggregated into other Atom feeds, as demonstrated by the popular GoogleReader application that can aggregate many Atom feeds and presented them in an intuitive manner. How this could be used an SLA advertising and discovery context could be, for example, where a third-party or broker aggregates and filter feeds from several providers to create a custom feed that meets a particular customers requirements.

In summary, the benefit of using these two standards is that a great deal of libraries, tools and end-user applications, many of them free and open-source, already exist that support and use the Atom Syndication Format and Publishing Protocol. For example, Microsoft recently confirmed that they saw the “Atom Publishing Protocol as the future direction for Web APIs” and specifically for content publishing in a standard XML format. As we have argued, the same principles can be applied to the publishing of SLA templates, and we feel that the Grid community should take note of developments like this from the web world as they can often meet the the requirements Grid computing presents, simply and cheaply and in an interoperable manner.

\[\text{http://www.google.com/reader/}\]
11.3 Agreement Protocols

All of the projects reviewed allow an SLA to be agreed. However, all perform this agreement using different protocols and only one of the projects (NextGRID) allows some form of multi-round negotiation to take place. This difference in agreement protocols has come about because the current standard protocol to reach an agreement, WS-Agreement, is limited to a simple offer-accept interaction. This limitation has forced each project to modify or consider alternative protocols because the standard WS-Agreement protocol cannot meet their needs. The implication of this is that customers using the infrastructure based on one project cannot interoperate with any of the other infrastructures because each supports a different agreement protocol.

Secondly, some of the projects (e.g. BEinGRID, NextGRID) assume that an agreement will be reached in their agreement process and there is no provision made for the failure of an attempted agreement. It is our opinion that failure to agree will be the normal mode of operation and that agreement may only occur in a minority of attempted negotiations and an agreement process should be designed from this starting point.

11.4 Trusted-Third Parties

An issue that runs throughout the work reviewed as part of this report is that of shared infrastructure and trusted-third parties. For example, in Akogrimo the BVO infrastructure must exist in order that a service provider can join it to form an OpVO with customers; in AssessGrid, third-party brokers can act as a middleman between the provider and customer; BEinGRID envisions a marketplace where services are bought and sold; TrustCoM and NextGrid use ‘notaries’ to validate to perform verification and validation tasks in the SLA agreement and evaluation phases. There are many other examples we could have cited.

We feel that a great deal of this infrastructure and components are unnecessary. As we have noted in the evaluation, adding TTPs to an infrastructure is not a panacea to the problems of establishing trust and reputation and sometimes, such as in the case of digital signature verification, they are not needed. Also, if approaches like we have outlined for the advertising and discovery of SLAs are followed, this will remove the need supporting infrastructure such as service registries, SLA template repositories and discovery services.

Secondly, the Wikipedia definition of a TTP is “an entity which facilitates interactions between two parties who both trust the third-party”. This leads to a fundamental question that can lead to the failure of the TTP model before it is ever used: what if either party does not trust the third-party and they cannot agree on which TTP to use? Presumably, introducing a TTP into, for example, an agreement process means that there must also be a pre-agreement to agree the TTP to be used in the actual agreement process.

Finally, another question about TTPs that remains to be answered by any of the projects is who actually pays for the running and maintenance of this infrastructure. The infrastructure must be hosted and operated from somewhere outside of either the customers or service providers administrative domain in order for it to remain independent and a ‘third-party’. However, no information about how a TTP is to be made sustainable has been provided by any of the projects.

We feel these issues could be solved by using models that are already successful in the business world. For example, business generally operates without ‘in-line’ TTPs like NextGrid and TrustCoM propose to perform verification and validation tasks in the SLA agreement and evaluation phases. Businesses are required to be frequently audited by ‘off-line’ TTPs (e.g. accountants) and pay for that service to prove to their customers that they are operating in accordance with established rules and regulations. Secondly, if an SLA is established as a legal contract for service provision, there is always the threat to the service provider that the customer can take legal recourse if the SLA is not met to recover any losses they may have incurred and vice-versa — i.e. the TTP in this case is the legal system.

Thus, our recommendation is where possible to make use of existing bodies and methods of working that have already proven to be successful rather than re-inventing and duplicating these successful practices.
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