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The context of the scientific work was formed by the two research projects: ProActive developed at INRIA and MOCCA developed by CYFRONET. Both projects focus on component approach for programming scientific applications on the Grid environment. Proactive provides a reference implementation of the Grid Component Model (GCM) developed in CoreGRID, whereas MOCCA implements Common Component Architecture (CCA) standard, which was developed for the High Performance Computing Community.

Interoperability with other programming models and with various frameworks existing for Grid programming is an important issue of GCM, to enable adoption of this technology and to promote the usage of component technologies. Therefore interoperability issue between GCM and CCA both on the specification level and on the implementation (framework) level was the subject of the research.

During the visit the work focused on the following topics:

· Detailed comparison of CCA and GCM models from the interoperability point of view was conducted, pinpointing similarities and differences. It was concluded by the observation, that the component basis of both models such as definition of a component and interface semantics together with the mechanisms are similar, which can facilitate the interoperability. The differences were originated by such features of GCM as hierarchical composition with composite components and a typing system, whereas more loose semantics of CCA, which allows dynamic typing of a component.   

· Following the comparison study, a discussion of the different strategies to achieve the interoperability was conducted. One strategy could be applied to primitive components, which could be mapped from one model to another using a simple wrapper. Another strategy can be used to couple together many components running in their native frameworks: in this case a system of CCA components can be seen as a composite GCM component, and there is a need to provide “glue” code to bridge the connected ports.

· Having discussed the possible strategies, which were generic and framework independent, the technical approach to feasibility study based on ProActive and MOCCA implementations was designed. For the first strategy a prototype was developed for wrapping a single CCA component as a primitive GCM one. Second stage of development included creating a wrapper of a system of CCA components running in MOCCA framework to be visible as a composite GCM component. Such a system could be then connected to the running GCM application using the glue code, which was responsible for translating invocations between MOCCA and ProActive (see Figure below).
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· The prototype was evaluated on sample testing applications, and the larger test with a real scientific application is under development. 

The work done within the exchange programme was presented at ProActive User's Group in Sophia-Antipolis in November 2006 during Grids@Work conference. 

The paper to be submitted to CoreGRID Symposium is under preparation.
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