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Conferences: 

1. HPDC / HPC-GECO CompFrame Workshop, Paris, June 2006

2. 12th ASCI Conference, Lommel, Belgium, June 2006

In-house & external meeting attendances: 

1. WP5 & 6 CoreGRID Meeting Poznan, Poland, April 2006

2. The VL-e Rapid Prototyping for e-Science Workshop, Amsterdam, the Netherlands, June 2006

Papers: 

1. C. Dumitrescu, D.H.J. Epema, J. Duennweber, S. Gorlatch, User-Transparent Scheduling of Structured Parallel Applications in Grid Environments, HPC-GECO/CompFrame Workshop, Paris, France, 2006 (CoreGRID Tech Report TR-0034)

2. A. Iosup, C. Dumitrescu, D.H.J. Epema, H. Li, L. Wolters, How are Real Grids Used? The Analysis of Four Traces and Its Implications, GRID Conference, Barcelona, Spain, 2006 (PDS TechReport PDS-2006-003)

3. C. Dumitrescu, A. Iosup, O.O. Sonmez, H.H. Mohamed, D.H.J Epema, Virtual Domain Sharing by means of Usage Service Level Agreements - submitted to ICSOC'06, Chicago, IL, USA

4. C. Dumitrescu, D.H.J. Epema, J. Duennweber, S. Gorlatch, Reusable Cost-based Scheduling of Grid Workflows Operating on Higher-Order Components, In Proceedings of the 2nd e-Science Conference, Amsterdam, the Netherlands, (CoreGRID Tech Report TR-0044)

Presentations:

1. D.H.J. Epema, C. Dumitrescu, H. Mohamed, A. Iosup, O. Sonmez, Resource and Test Management in Grids with Koala and GrenchMark, In The VL-e Rapid Prototyping for e-Science Workshop, Amsterdam, the Netherlands, Jun 30, 2006.

2. C. Dumitrescu, D.H.J. Epema, J. Duennweber, S. Gorlatch, User-Transparent Scheduling of Structured Parallel Applications in Grid Environments, HPC-GECO/CompFrame Workshop, Paris, France, 2006 

3. D.H.J. Epema, C. Dumitrescu, H. Mohamed, A. Iosup, O. Sonmez, Resource and Test Management in Grids with Koala and GrenchMark, In The EU-NCIT/EGEE Grid Initiative Summer School, Politehnica University of Bucharest, Romania, July 2006

4. C. Dumitrescu, User-Transparent Scheduling of Structured Parallel Applications in Grids, University of Chicago, Chicago, IL, USA, March 2006

5. C. Dumitrescu, HOC Application Scheduling by means of the KOALA Scheduler - WP5&6 CoreGRID Meeting, Poznan, Poland, April 2006

Activities at TUDelft (1st period of the fellowship):

I would categorize my activity at TUDelft as composed of several intertwined tasks, which are detailed below. While the initial tasks were sequential, towards the end the tasks required more parallelism. 

1. Introduction and familiarization with the TUDelft group: 

Being my first time in the CoreGRID network and at TUDelft, people knew less about my previous work. Thus, I had an initial meeting with all the PhD students working in Grid scheduling and presented my previous research (tools, experiments, people I have worked with, and my previous group at the University of Chicago). However, the presentation was informal, allowing people to get quickly familiarized with my work and the purpose of my stay at TUDelft for 9 months. 

2. Familiarization with the work pursued both at TUDelft and WWU: 

In order to start my activity, I was supposed to get familiarized first with the computing environment used by the TUDelft group (the DAS-2 system) and, afterwards, with the KOALA Co-allocation scheduler, the software developed by the TUDelft group for running jobs on DAS-2. I was supposed to accomplish this part in 2-3 weeks, before the winter vacation (student vacation). In parallel, I had also to familiarize and to communicate with the people at WWU about their HOC-based applications and how they have previously used. 

3. Development of a research activity plan for the 9 months:

The third tasks I completed was the research activity plan for the 9 months, including a description of the envisaged contributions for the assigned problem (HOC-based applications scheduling and integration on the Grid by means the KOALA co-allocation scheduler). The research activity plan was provided to prof. D.H.J. Epema, leader of the TUDelft group. 

4. Research Activities and Contributions: 

First, I developed a new Runner for KOALA scheduler (MDRunner), capable of providing user-transparent scheduling of HOC-based applications, as described in the two CoreGRID tech reports. It includes also a new communication aware scheduling policy. Currently, I'm involved in porting MDRunner to the new version of KOALA and, also, continue testing it on new DAS-3 as soon as it becomes available. 

Second, I started enhancing MDRunner for allowing user-transparent scheduling and resource balancing for scheduling graph of HOCs, a collaboration WWU, TUDelft and SZTAKI. 

Third, I proposed in collaboration with the TUDelft group a specific enhancement for the KOALA scheduler that will allow it to provide scheduling services not only on the DAS-2 and DAS-3, but also in a multi-grid environment. The proposal is captured by the ICSOC-submitted paper and focuses on the Grid5000 and DAS-3 resource sharing.  

Fourth, I started the integration of DiPerF (a project developed previously) with the GrenchMark evaluation framework. The resulted project (ServMark) was integrated into the Globus Incubator Project and represents a collaboration among five universities: TUDelft, WWU, The University of Chicago, University of British Columbia, and Politehnica University of Bucharest. 

5. Travels and meetings with the people at WWU and CoreGRID network:

The fifth activity was to meet people in the CoreGRID and participate to different events. First, I participated to the WP5&6 CoreGRID meeting in Poznan and provided an update about the work pursued in collaboration by TUDelft and WWU. We also started a joint activity with the people at SZTAKI about graphs scheduling in Grid (a paper was submitted to the CoreGRID integration workshop and work is currently in progress). Second, I traveled to Muenster to meet all WWU team. Lastly, I arranged Jan Duennweber's (WWU) travel to Delft to meet the TUDelft group and to provide a presentation about the work at WWU about Higher-Order Components.  

6. Arrangements for continuing the work at WWU: 

The last task of the stay was to make the appropriate arrangements for continuing the collaboration while at WWU. This required to discuss with whom from TUDelft I'll interact and collaborate about my integration assignment. 

