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GRID definition

CoreGRID and Grid...

Tntrandurrtinn

A fully distributed, dynamically reconfiqurable, scalable
and autonomous infrastructure to provide location
independent, pervasive, reliable, secure and efficient
access to a coordinated set of services encapsulating
and virtualising resources (computing power, storage,
instruments, data, etc.) in order to generate knowledge.




Programmer perspective (today)

e collection of heterogeneous resources, dynamically available in
time, subject to faults & misfunctioning, searched, recruited,
secured, deployed and used to perform complex tasks

e concurrent activity set up, mapping and scheduling;
resource management (recruiting, monitoring,
repairing); communication & synchronization
management; fault tolerance and security
management; heterogeneity management (cross
compiling, architectural neutral data formats), ...
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Programmer perspective (today) (2)
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Programmer perspective (today

Functional core

public void eval{) {

public Object execute(Task task) throws RemoteException {
int handle = task.getProgramNumber();
Compute program = (Compute) programs.elementAt(handle);
Object result = prograom.compute(task.getValue());

Support code

£/ System.out.println("Got "+task.getValue(}+" computed "+result); public void eval() {
= . // create the worker count manager
evolution(}; WorkerManager wm = new WorkerManager(LogFile,m);
return result; 1’ adjust raising an exception ...
} if (machines == null)
return;

/7 initial thread setup

public void run() { Thread[] tid = new Thread[nw];

/** just for statistic purposes: collect the uptime */

try { . . e i
MulticastSocket ms = new public 5tring getload(} { for E.;[T]G; e g“;tuﬁh{ e Lasks, size(), task w
- . - . 1d[i] = new ControlThread(i, nw, tasks.size asks, results
InctAddress gia - Ine if (System.getProperty"os.name") . index0f("Windows XP") == (=133 { machines[i], progrome, legfile, wm ! ’
ms. joinGroup(gia); Runtime rt = Runtime,getRuntim&(); /¢ System.out.println("eval SELFSCHED created");
final int MAXBUF = 65535; tid[i].setDaemon(true); // don't wait for them to terminate. termination handled via the
byte [J buffer = new byt public void eval() { tid[i].start();
while (true) { // create the worker count manager ir‘ it for tem . - for o faul
DatagramPacket dp = nf WorkerManager wm = new WorkerManager(logFile,nw); b‘w::;’: :'fi;i:‘mhm or for a fault ...
ms.receive(dp); r adjust raising an exception ... do 1 9 ’
System.out.printin("R} if (machines == null) int event - wm.waitEvent();
/4 discovery protocol return; switch{event) {
String message - new // initial thread setup case WorkerManager . TERMINATED: {
System. out.println"M Thregd[] tid = new Thread[nw]; go - false;
if{message.compareTa(| ;nt E - &!;Gj ) o T eamReader(upt y break;
/4 answer with my| or L1 =85 1 < nw; 14+ .
InetAddress myla tid[i] = new ControlThread({i, nw, taosks.size(), tosks, results, case WorkerManager . ADONERONE: {

String neW - ds.getNewWorker(};

Thread td = new ControlThread{i++, nw, tasks.size{), tasks, results,
neW, programs, logFile, wm);

td.setDaemon(true);

machines[i], programs, logFile, wm);
£/ System.out.println("eval SELFSCHED created");
tid[i].setDaemon(true); // don't wait for them to terminate. termination
tid[i].start();

String myName - mf
byte [J myNomeBuf]
dp.setDota(myNamel
System.out.printl

} . .
ms.send(dp); // b 7/ wait for termination or for a fault ... publz:yw;ld run@y { ker placed ot "+neW);
1 boolean go = true; MulticastSocket ms = new MulticastSocket{multicastPort);
1 do { InetAddress gia = InetAddress.getByName(multicastGroup);
. int event - wm.wailtEvent(}; ms.joinGroup{gia);
} catch (I0Exception e} { switchCevent) { final int MAXBUF - 65535;
e.printStackTrace(); case WorkerManager. TERMINATED: { byte [J buffer = new byte[MAXBUF];
} go - false; while Ctrue) {
breal; DatagramPacket dp = new DatagramPacket{buffer MAXBUF);
1 ms.receive(dp);
case WorkerManager . ADDNEWONE: { System. out.println{"Received discvorey message from "+dp.getAddress(}.toString());
String nel - ds.getNewhorker(); // discovery protocol requires a "DISCOVERY" string here

String message - new String(dp.getDota(),®,dp.getlength{});
System.out.println("Message received is: =»"+message+"<<");
if(message. compareTol DISCOVERYMESSAGEY == @) {

/4 answer with my address

InetAddress myla - InetAddress.getlocalHost();

¥

]‘ catch CIUEKCEptiOﬂ E) ‘[ String myName = myIla.toString(); // myla.getHostName();
5 . byte [] myNameBuf - myNome.getBytes();
e.printStackTrace(); pelll e
]' System.out.println{"Sent answer back to "4dp.getAddress(}.toString()+" = "smyName);

ms.send(dp); // back to the sender

1

} catch (IDException e) {
e.printStackTracel);
1
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NGG recommendations

Commission, Unit INFS0O/F2, in order to produce a report titled “Next Generation Grids,
European Grid Research 2005-2010". In this report, known as the NGG report, the experts
have pioneered the vision of the ‘Invisible Grid’, i.e. whereby the complexity of the Grid is
fully hidden to users and developers through the complete virtualisation of resources, and

have sketched the research priorities underpinning the realisation of the Next Generation
Grids.

! In the first half of 2003 a group of high level experts was convened by the European
Infi

= ]

6.4 Raising the Level of Abstraction

Substantial research efforts, greater than in the past, have to be invested to raise the
level of abstraction of future generation grid systems at all the levels. In particular,
this i1s necessary to raise the level of abstraction in such a way that the
users/programmers are provided with higher level programming models and tools, as
well as with better management abstractions. Such programming models, tools and
abstractions must actually be able to relieve the programmers from most of (possibly
all) the burden involved in the direct management of the specific, demanding and
error prone grid related issues. These research efforts should be specifically finalised
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How to implement NGG recommendation *?

e Exploit layered design of grid middleware + programming environments
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Plus ...

¢ Advanced programming models

* providing predefined, customizable, l f

efficient programming skeletons -
design/coordinations patterns

e move away from assembly language ( Compiler tools j

e implemented by compilers or RTS/libraries
(exploiting layer hierarchy) (OBJ code) ( RTS )

e relieve programmers of unnecessary burden,

e possibly free them !



s It possible ?
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e ASSIST high level, structured, parallel programming environment
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e compiler + run time + grid middleware

News ASSIST Projects People Resources Papers Links

¢ heterogeneous node handling +

adaptivity (performance contracts) AS SIST

« Papers
* Documentation
* Request Tools

( } u p & ru n n i ng Si n Ce 2 OO 1 = Frequently Asked Questions NEW!
ASSIST

(advanced featu res in 2 005) A Software development System based on
Integrated Skeleton Technology

ASSIST is a programming environment aimed at providing parallel programmers with user-friendly,
efficient, portable, fast ways of implementing parallel applications. It includes a skeleton based parallel
programming language (ASSISTcl, c| stands for coordination language) and a set of compiling tools and run
time libraries.

The ensamble allows parallel programs written using ASSISTc| to be seamlessly run on top of workstation

networks supporting POSIX and ACE (the Adaptive Communication Environment, which is an extern, open

source library used within the ASSISTcl run time support).
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EXP 2: DATA-PARALLEL(STP)
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EXP 2: DATA-PARALLEL(STP)
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The Programming model Institute perspective

X

e GCM: the Grid Component Model [0 /%

¢ hierarchical composition

e RPC + data/stream + event ports + structured interaction patterns

e component autonomic control (non functional features, including
performance, and grid management)

e reference implementation in GFIdCDMP

Effective Components for the Grids

~ .
P WY |
y, h

e interoperable (WS),
advanced programming models on top of GCM (skeletons)



The GCM features: collective communications
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Collective communications

Hierarchical composition \::




The GCM features: autonomic management

Cor_ﬂ_ract

Manager
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The GCM features: portability

Globus | Pg;_'lx | glite | © O O CGSP |
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The GCM features: interoperabllity
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The challenges: “invisible” vs “aware” models

e Actually

¢ \/ision and awareness of grid
peculiarities and problems
(system programmer level)

e |nvisible grid a la power grid
(application programmer level )
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The challenges: bunch of services vs. structured

Applications

Policie




The challenges: AOP vs. everywhere concerns

Applications

Mechanisms -

Computing
infrastructure

Policies
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The challenges: global vs. grid computing 7?77

* |s there any difference among global and grid
computing ?

* If we get rid of terminology issues

e if we choose each time a common abstraction
level

* if take the more general/abstract viewpoint
possibile



